
SentimentPulse: Temporal-Aware Custom Language 
Models vs. GPT-3.5 for Consumer Sentiment

Section 1: Abstract and Contribution
Large Language Models are trained on an extremely large corpus of text data to allow 
better generalization but this blessing can also become a curse and significantly limit 
their performance in a subset of tasks. In this work, we argue that LLMs are notably 
behind well-tailored and specifically designed models where the temporal aspect is 
important in making decisions and the answer depends on the timespan of available 
training data. We prove our point by comparing two major architectures: first, 
SentimentPulse, a real-time consumer sentiment analysis approach that leverages 
custom language models and continual learning techniques, and second, GPT-3 which 
is tested on the same data. Unlike foundation models, which lack temporal context, our 
custom language model is pre-trained on time-stamped data, making it uniquely suited 
for real-time application. 

For pre-training encoder, we use news corpus from New York Times News API, 
Guardian News API, and S&P 500 data. Our goal is to capture the economic 
sentiment from the news corpus and S&P 500 data, so we extract news based on 
various categories. We extract the news from the New York Times News API by 
categories such as "Politics," "Economy," "Entrepreneurship," "International 
Business," "Automobiles," and "Business Day” (similar categories for “Guardian 
News”).
We use survey data from the University of Michigan Consumer Sentiment Index 
(UMCSI) for fine-tuning. Since 1978, UMCSI has been monitoring consumer 
sentiment, making it one of the most closely followed economic indicators in the 
United States. It releases monthly consumer sentiment index reports. According to 
the University of Michigan, the survey accurately predicts the country's future 
economic path.

• We proposed a comprehensive consumer sentiment analysis framework that 
leverages news and S&P500 dataset. Our framework can not only capture the 
consumer sentiment dynamics over time but also provide feedback in a more 
timely manner and it can be supplementary to traditional survey-based methods.

• Our encoder-based model from scratch was pre-trained with a small dataset and 
showed good accuracy with a relatively small model size at a low cost. We use 
continual learning in our experiments and compare the results with 
GPT-3.5-Turbo. Our experiment results show that we can out-perform 
GPT-3.5-Turbo on this task.

• To the best of our knowledge, our framework is the first implementation to adapt 
the language model into economic consumer sentimental analysis. Our work 
establishes a baseline for future research.

Figure 1: SentimentPulse: Two stages of training (Pre-training with Encoder; Fine-tuning with Supervised 
Classification and Contextual Multi-arm Bandit

Lixiang Li, Bharat Bhargava, Nagender Aneja, Alina Nesen
Department of Computer Science, Purdue University

Section 5: Summary

Table 4: GPT-3.5 Answers Accuracy on Five Survey Questions

Section 2: Model Framework

Section 4: Experiment Results

The proposed model framework is illustrated in Figure 1. It consists of two parts, namely, 
the Pre-training part and Fine-tuning part. To predict consumer sentiment, we treat it like 
a multiple-choice question-answering problem. This allows the proposed model to 
provide the closest answer based on the survey takers' information. We use a 
transformer encoder to unsupervised pre-train on news corpus and S\&P 500 data. In 
fine-tuning, we use two strategies (supervised classification and contextual multi-arm 
bandit) to fine-tune the survey data independently. 

Section 3: Dataset

Table 2: Survey Questions on Consumer Sentiment

Table 1: News Corpus Example

Figure 2: Cross entropy loss vs Number of iterations between the training set and validation set with two 
different settings of parameters of encoder

The pre-training accuracy plots of two encoders (with different model parameters) are 
shown in Figure 2. During pre-training, the news corpus was divided by monthly time 
stamp, and the encoder was pre-trained continuously using corpus with different time 
stamps. For every 12 months of news corpus, we pre-trained the model for 5000 
iterations (one snapshot) before moving on to the next 12 months' news corpus and 
repeating the process. The encoder undergoes pre-training on 12-months of news 
corpus continually. The training procedure is illustrated in Algorithm 1. The fine-tuning 
results of all five snapshots of the encoder are shown in Table 3. We run supervised 
classification (SC), UCB, EG, AG on all five questions (denoted as Q1 to Q5 in Table 3) 
on final fine-tuning. 

We conducted experiments using GPT API and asked the same survey questions to 
GPT-3.5-Turbo and compared the results. Table 4 shows the accuracy of 
GPT-3.5-Turbo's answer (accuracy is the mean of the 5 separate runs). As we can see 
from the numbers in Table 3, GPT has lower accuracy across all five questions than the 
proposed approach with the highest accuracy on Q5 being 0.3724, but it is still much 
less than the proposed approach (all four training algorithm including supervised 
classification, UCB, EG, AG have more than 0.6 accuracy on this question).

Table 3: Test Accuracy Using Different Training Strategies in Supervised Classification and Contextual Multi-Arm Bandit


