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Pred ve carefully

Type 2 Critical

spamDeteete
Prod e carefully

Type 1 Critical

Accuracy
TP t TN

T



Precision
is about positive Psed

How many positive from
total Predtve

TP
Precision

TP FP

If Model says
Positive then better ye
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Precision is proportion of data points
that

model says relevant an actually relevant

Recall is ability to find all relevant instances

Medical School

FF relevant TP
and reduce FN



Recall

spamDetector

If model says posit the IP

reduce FP
Precision

Combining

In medical school in pre exam

for follow up examinatooy

If follow up exam cost is high
High Precision

If follow up
exam cost is low

Low Precision

FIScoseorHarmoniemeanf
Precision Recall

F I 2
Precision Recall

HM is better since it punishes extreme

values



However F1 gives equal weight
to precision and Recall

Precision Recall

Fp CtRY
precision Recall

R o Fo Precision spa

R I IF I Hm

As R incoeas FR Recale

o L RL I Precision

I R L too Recall

If model has high precision
model give less irrelevant results

If model hoys high
recall

see



model returned most of relevant
results

Roccurve
Receiveroperatingcharacterist

threshold
Roc Cane shoves how the

recall vs precision

relationship changes as we
vary

threshold

By adjusting
threshold value

TPR

we can have sight balance

In Roc we map r
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If thrush is 0

all we

None Negi

Neg 0 TN Io F Neo

FPR _I TPR

other corner

metric is open under the cane

Higher is better
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oale Error
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Not Differentiable sohsaelient
Descent cannot be user

f a Lal is not differentiable
at n o
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A function is differentiable
when we zoom in it looks like

tough Ci

Thus we an MSE

Meansguard essor

MSE f Z JJ
R2 SI
Compare the model with simplest
model

E
R2 I

F a

EL our model Fg is simple model

Ea avg galleons
If model is good Lees Error

E L EL
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Bias
occurs when algo has limited flexibility
to learn true signal

High Bias algo may
miss relevant details

Underfitting
Not perform good on Towing data

High Bias Less Accurate

Parametric Models have high bias

of linear Regression LDA

Logistic Regression

Variance



Algorithm sensitivity to specific
sets
Occurs when limited flexibility

It is error from sensitivity to

small fluctuations in training set

Overfittin
may fit noise

Ifkkho.ve tighVaoiance

Let Mose Training Data

Less Features since overfitting

Increase lambda o inches

regularization

IfHighBiay
Income complexity of model

het additional features
Decrease lambda less Regularizata



LinearMLAge
High Bias Low Variance

Under

NonlinearMLAgoss
Low Bias High Yarra

Oxenfit

linear Regression logistic Regressin LDA

High Bias Low Variance

Decision Trees
ANN SYM

Low Bias High Variance

Configurations
r has low bias highllasia

increase bn to increase bias

gym
has low bias high variance

incase C parameter that influences

number of violations of margin
allowed a income bias



linen Reg
High Bias Low4am

seduce bias
by adder poly fit

Model Complexity Loath Testy
0

Error

raining
Ml ML MS

Ml Underfitting

m2 Right
M3 oxerfitting

To decide which model is good
we need more data Cross Validate

Training Testinin

a hastyTraining Cross Validation



K Foldcoossvalidatioy

Geate K buckets of training
data

and train the model b times and

each time using different
bucket

Average the result to get final

TD 1 cul my

TD TD 2 CVL m2

TD 3 Cys m3

ENSEMBLEL
Join Different Models

to get
best output

TwoApproaches

Bagging
or Bootstrap Aggregative

Boosting



Bagging Aug
voting

Boosting
combine based on model's
strength
Ml to chant

M2 for class 2

Bagging Ang or Voting

In Voting
Weak Learners Strong Learners

Fhm

Ensemble

Mod
M



Ada Boost
many implementation

Boosting strengthof one model

2nd Learner classify the miss classified
points of 1st Weak Learner

3rd Learner classify the mis classified
points of 2nd Learner

How it happens 7 Correct

m equal weights 197 3 Incorrect

Increase weight of mis classifier for

my
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Cooee 11
M2 According to

Incan 3 weigh

11 Ii

M2

ly e f t it
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Contini or stop and Combine

Combine

Large eve Kleight to Truth model

Lange ve Weight to liar Model

zero weight to Sandon model

a en µ s

tiny I en o I
1 Town

noo Liar

tiny a ten
x 1

Lin y o l en i
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Combine
m ma M3

Correct 7 11 19

Incase
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