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LinearRegression

Draw a random line

compute error

move line in one direction to

see error

if error seduces then keep going

else change directions

To Minimize the error

we use loadient Descent

Find the direction that can seduce

the end
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since no impact on
minimization

so for linear Regression
Minimize

Absolute Trick Error
Square Torch Function

Both are same

hradient Descent on MAE

Absolute Trick Cmove
Constant

Gradient Descent on MSE

Square Trick

move proportionally
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What's better MAE or M SE

M SE is a quadratic function
and quadratic function has

minimum in the middle

Now if we have many variables
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Polynomial Regression

Consider a polynomial of higher

degree

Wintwant 1 lose Ws

Now compute MSE

and hoadient Descent

Regularization
works for both

Regression
and Classification

useful technique to improve
model



During training model takes
error and minimize it

The problem is during minimization

we can seduce so much that it

overfits
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Now consider the complexity of
the model to compute error
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Adding absolute values f coefficients
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Add squares of
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late punish the complex models
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