
 

Entropy How much freedom a particle
has to move around

eg Ice Low entropy has High Entropy
Waters Medium s

Lew

Low Medium High
Entropy Entropy Entropy

High Medium Low
knowledge knowledge knowledge

If we pick random

Entropy
picking 4 balls one at a time with seplaceme

so that balks are in same order as

they are in buckets

RRR R RRRB RR BB

Best Medium laloost



Pnd
0.5 0 5

1 1 1 1 0 75 0.75 XO 5 0.5
0.75 0.25

I 0.105 0.0625

tool 10 l 6

Computing prob is problem when nosase

large ray I ooo p o

and small change may effeetmose

So sum is better

t

log
RRRR logfD a loggy log log

Entropy O

RRRB 3 X log
0 75 log Co 25

2

3 245

RABB UX log 0.50 4



Entropy is

ang f
we log of pnb

RR RR Leong
o low

9 Entropy

RRRB I log D
0.81

RRBD Lg log
1 High

Entropy

Inherent
If two classes

RRR RR R BBB B

n

Entropy
m n

meog I tndog

m
nlog m

m
neog I



since pi I 1oz
L

Mtn Mtn

Entropy p by K Ps log1oz
n

Z pi log pi
I

multi class Entropy

Information hain

Ih change in Entropy

parent
based on a

question
child I child 2

Change in Entropy due to division

is Information train



Information brain

Entropy Parent

Entropy Child 1 ECchilad
2

E Parent Aug E of children

We want to maximize information

gain
i e we want to

seduce entropy

Low Entropy High knowledge

in
High Information

Lain



Recommendingapthender
Occupation App

f study snapchat

F Work WhatsApp

M Work Pokemon

f Work Whatsapp

m study snapchat

m study snapchat

Which app to recommend

3 Snapchat Llalhatnapp 1 Pokemon

loss 3 6 46 46



Entropy Parent

f leg f flog
f log t

Igf Ift b toC 2 o

o S t 0 53 to 43

1.46

Thus E P 1.46

splittingby hender

F l SC 2 KIA 43

m 189 2 SC 143

F a flogCts 3 log



ft'D If o.o

0.53 0.4 0.93

Hey

F Cs 0.93

Avg
Entropy 0931291 o.gg

Information hain 1.46 0.93

0.53

splittingbyoccupation p

study 3 SC 1

Work I Pee 21N Alys



F a i log l o

ECC2 flog flog
2 0.93

Aig Entropy
0 2093 0.46

Information learn l 96 o 46

I

Maximum Information train is

by splitting
on coals

Repeat the process



RANDOMF OREST

In a Large
Table e.g

Gender Age Location Platfor Job

Hobby App

Decision Bee may overfit since they

memorize

In Random Forest we pick

random columns and build

decision tree

Again pick random
cels and build

decision tree



Then these decision trees vote

final output ensamble of

trees output

These are different ways to select

random columns

Hyperpammeterisimrees
d Maximum Depth

2
Minimum

No of
samples to split

3
Minimum

No of samples per
Leaf

Maximum Depth

Largest possible length
between soot

to leaf



A tree of length he can have

2k leaves

MinimumNambergsamtosplit

A node must have at least min samples

split in order to be large enough
to split

It doesn't control min size of
leaves

Minimum number
of samples per leaf

100

qf
To avoid this

If int
absolute value

float percentage


