
 

Suppostvectormachinesuppost
vectors are data points

that lie closest to decision surface

points that are most difficult to

classify

sums maximize the margin
thus

Emr Classification Error Margin Error

SVM helps to minimize classification

error and margin
error

As we increase margin fewpoints may be com

mis classified so we include those in the
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error

We want to turn margin to error so

that it can be minimized by hoadient

Descent

We want a function that gives

small error when large margin

large
error when small margin

hoalas Model with largemargin
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Small Conor Large margin

IN 3,4 b I

3N t 422 t 1 0

other lines 34 14 1 I

39 492 1 1

Error I cold 32 5 25

Margin 211in 2 5

IN 6,8 b L

64 t se na 2 0

2

other lines
64 822 2 1

Gn 1882 2 1

Error flail f't 82 100

Margin 2 10
1 5



Now we have two models with same

boundary line but different margins
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Margin Error

is norm of
vector IN squared

Exactly same as given by
Regularization term in L2 Regularization

ERRORFUNCTIONI

Error Classification Esser f

Margin Error

Minimize using hoadient Descent



Thecimeter
Error C classification Margin corn

corn

If C is large then we are concerned with

classification error

we want all points to be classified

correctly Medical
model

If C small then it is mainly
margin

essor

may be few classification error

He can use hoid Search for rachre of

POLYNOMIALKERNELL
kernel trick line is not enough

kernel means set of functions
that

will help to separate
2 D SD
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13g GD hyperplane can separat

kle add dimensions to the data and find
higher dimension surface

that separates

and project down to get curves
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RBI
Radial Basis Function

Kernel

There is no line that separates but we want

a curve that has different heights for

different categories

When we move the points
on this came

the points can be separated with a line
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lather the line cuts the curve

1h Model
and project is down
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Model

Of How to find
mountain range

that is

high ter category and low for other

Am
TDsaw one mountain range for each point

that is high and then combine these

one mountain range is called

Radial Basis Function

Mr Radial
Basis Fn



Multiply 11 I I add

for

Now shift the points

We can find a line that separates these

We can find model
when line and

Cane

meets
and progect down

to get model

0

We can multiply Radial Basis Function

with any number weights

as
REF 1 RBF 2 RBF

Construct a vector with length equal to
no of radial basis functions each



representing height of each function
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RBF 3

Now how to find linear combination

of these vectors that separates points
9 RBF l U l

RBF 2 V L

3 RBIS

late have 3 basis vector since each one

will have value 1 and other measly

We can protect each point to

plane

het a plane that separates

co eff of plane that separates give
R



linear combination of Radial Basis
Function

InHigherDirnensions

Mountain or Radial Basis Function is

haussian Paraboloid

we can shift points oxes paraboloid

we can find a plane that cuts pasabolid

Since plane cuts paraboloid at circle

circle will become boundary

Multiple paraboloid may be

Do tf
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he is mean center of curve

r is standarddeviation width of curve
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